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As of version 7.7.03 the parameter names were consolidated. Therewith most 

parameters got a new name without containing underlines. The legibility of 

parameter names is improved by the use of upper and lower case characters. 

You can read and set the parameters by using the old names. The command 

param_directgetall only shows the new parameter names. The view 

ACTIVECONFIGURATION shows old and new parameter names.
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The file KnlMsg contains messages of the database kernel.It is recreated each 

time the database instance is started. The previous file is renamed to 

KnlMsg.old. The messages - apart from the header (start messages) - are 

overwritten cyclically.

Error messages are recorded in KnlMsg but also - due to the risk that they will 

be overwritten there - in the file KnlMsgArchive (knldiag.err). This file is 

written continuously.

As of version 7.7 KnlMsg files replace the files knldiag*. A specialty of the new 

files is that they are stored in an XML-like representation to make it possible in 

further states of expansion that together with the error messages directly 

instructions are delivered. This implies that the files – if you look at them on 

operating system level – have to be prepared before they can be displayed 

properly (protconv). If you choose Database Studio, DBMGUI or transaction 

DB50 to display the KnlMsg the conversion to a readable format is done 

automatically.

7



Database Studio offers to the user to either display the file KnlMsg in the 

familiar classical way or in the XML representation (see above). By double-

clicking a line in the XML representation you can get more information about 

the error (see next slide).
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The following windows are displayed delivering more information about the 

error and proposing possibilities to correct the error. As mentioned above the 

windows are still partially empty and some more content is required.
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MaxDB builds clusters for tables with the cluster flag to improve read performance for
scans.

If blocks are written for cluster tables the pager tasks are looking for logically clustered
blocks. Logically clustered blocks are those with successive cluster keys. The cluster
key is defined by the primary key or another logical key which must not be unique on 
application side (f.e. time characteristic). Pager tasks write those blocks adhesively to
the data area. 

A cluster built by pager tasks is only written to a separate FBM (Free Block Manager) 
section if the number of blocks within the cluster is at least ClusterWriteThreshold % of
DataIOClusterSize and a free section in the data volumes is available. During backup
and restore the clustering is not lost. If the percentage falls below
ClusterWriteThreshold and no more free section is available the cluster is splitted and
written to different free blocks.

If the database is filled to a high amount there is increased risk of writing too small
clusters because there are no more free FBM sections for bigger clusters. So the scan
performance of the system will be restricted. 

FBM sections are released if they are only filled with a few blocks and if the condition
for parameter ClusterCompressionThreshold is fulfilled.

At the end of a savepoint it is checked by pager tasks if there are FBM sections with a 
low filling grade. Server tasks read the affected blocks to the data cache and mark it as
modified. The blocks are written to other positions in the data area at the latest with the
next savepoint. The FBM sections are now free for large table clusters.
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As of version 7.7 MaxDB allows the use of multiple log partitiions. With parallel 

writing to the log volumes the database prevents bottlenecks during the access 

to the log queue and additionally wait situations for writes into the log volumes.

Partitions and also volumes of the partitions may have different sizes. 

Normally user tasks of a UKT are assigned to a special log writer and therewith 

to a partition. This implies that for some tasks the state „log full“ might occur 

even if there is still some free space for a user task of another UKT in the 

corresponding log partition. Perform a backup of the log area if the state „log 

full“ is shown. 

With the use of the CLEAR LOG command the backup history is interrupted. 

Make sure that a complete data backup is performed. If desired the automatic 

log backup can be switched on again.

The concept has been implemented in version 7.7 but productive use is only 

recommended as of version 7.8.
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Automatic log backup is not a new feature of 7.7. 

The database kernel can create the log backup automatically. 

You activate automatic log backup with the dbmcli command autolog_on.

The log backup is automatically created asynchronously upon completion of a 

segment.

Newly implemented  in 7.7 is the use of a time interval; there has also been a 

down port to 7.6. 

As of MaxDB version 7.6.02 also a time interval may be set to launch the 

automatic log backup along this interval. 
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From version 7.5, you can freeze the data area of a database instance using a 

snapshot.

In versions 7.5 and 7.6 a snapshot is generated in the ADMIN state. As of 7.7 it 

is also possible to create it in ONLINE mode. Later you can reset the data to its 

state at the time of the snapshot and/or delete the snapshot. 

With the CREATE_SNAPSHOT command, the database kernel copies the 

restart page from the second block of the first data volume to another position. 

The complete converter is also copied. The original restart record contains a 

reference to the restart record that corresponds to the snapshot.

With the command RESTORE_SNAPSHOT, the current converter is deleted. 

All blocks that are no longer needed are marked as free in the FBM (Free Block 

Manager). The log is formatted such that the state HISTLOST occurs. At the 

next restart, the instance works with the data as they were at the time of the 

CREATE_SNAPSHOT.

The statement DROP_SNAPSHOT deletes the restart record and the 

corresponding converter that is relevant for the snapshot. The FBM marks all 

blocks that are no longer needed as free.

Up to 7.6 MaxDB supports only a single snapshot, as of 7.7 several snapshots 

can be generated. Operating the instance with one or several snapshot(s) uses 

more of the capacity of the data area. 
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MaxDB version 7.7 is able to administer several snapshots at the same 

time.You can create and drop snapshots in online mode.

An instance (reader) can access to the snapshot of another instance (provider) 

via the I/O interface and import tables logically.

Access to the snapshot is done in read-only mode. Changed blocks of the 

imported tables are stored physically in the data volumes of the reader.

In that way using a master system a lot of system copies on the level of tables 

or schemas, respectively, can be created. The required space of the reader is 

basically determined by the changed blocks.

The readers subject to the usual concept for MaxDB backups whereas only 

those blocks are saved that are stored in the reader. For a restore the snapshot 

of the accordant provider must be accessible.

The import of a snapshot and the related tables also works within the same 

instance if a second schema is used.
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With version 7.7 the I/O interface to the operating system has been reimplemented. 

Version 7.7 uses different parameters than version 7.6. The new I/O system in version 

7.7 has the following essential advantages:

 No direct assignment of a I/O worker thread to a volume. This implies a better 

scalability of I/O.

 I/O worker threads can be started on request. This prevents the use of unnecessary 

resources.

 The synchronization of accesses to the I/O queues has been changed. The access 

is done collision free. This additionally improves the scalability of I/O.

 Prioritization of special I/O requests. Dedicated jobs within the database (f.e. 

CHECK DATA) can run with lower priority. Online operation is stressed less.

 Tasks can send I/O requests asynchroneously to the I/O system. They don‘t have to 

wait until the I/O request has been fulfilled but can continue their work.

 Support of multiple database instances. 
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MaxDB now supports records with a length of up to 32767 bytes.

The maximum length for a single column still is 8100 bytes.

If a record‘s size exceeds 8100 bytes, a part of it is stored in a chain of 8KB 

pages. The record itself contains the start page number of that page chain.

 redirection implies performance impact for usage of large records

 in system view FILES, record extension pages will be shown as part of

TREELEAVESSIZE
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Index maintenance is space and time consuming. It does not make sense to 

define too much indexes that are not really used by the optimizer. To check 

whether and how often an index was used you can select in 

DOMAIN.INDEXES (column INDEX_USED).

MaxDB counts each usage of a secondary key index. 

The database can reset the index usage counter with the following command:

ALTER INDEX <indexname> on <schemaname>.<tablename> INIT USAGE

The INDEX_USED column in the system table DOMAIN.INDEXES is initialized 

with 0 then. This means that the mechanism that counts how frequently an 

index is used is restarted.
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Query Rewrite is not a new functionality of 7.7 but has been improved in 

comparison to 7.6.
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You can use the LIMIT clause (limit_clause) to limit the maximum number of 

rows in the result table. You either enter only the desired maximum number of 

rows or the additional information from which row the list should begin (offset 

value). The offset value of the initial row is 0. If no offset value is specified, the 

rows are listed from the beginning of the result table.

If both a LIMIT clause and an ORDER clause are entered, then all result rows 

are sorted and the relevant number of rows is displayed. Normally, the result 

differs from what you would receive if no ORDER clause was entered.

You can use the TOP syntax element to specify that only the first n lines of the 

result are to be generated. Whole numbers between 0 and 2147483647 are 

permitted.

If you use a TOP syntax element and an ORDER clause in a SELECT 

statement, the first n lines of all lines sorted by the ORDER clause are 

generated. If you do not use an ORDER clause in the SELECT statement, any 

n lines are generated.

If a QUERY expression (query_expression) consists of several QUERY 

specifications (query_spec), the TOP syntax element must only be contained in 

the first QUERY specification.
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As alternative to the traditional user authentication, database users can now be 

created in a new fashion.

With this method a user can connect to the database either through his 

operating system user or through one of the security protocols Kerberos or 

Secude.
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You can define whether a database user can open database sessions. 

If CONNECT mode is not specified, ENABLE CONNECT is implicitly assumed. 

ENABLE and DISABLE cannot both be specified at the same time.

ENABLE CONNECT: The database user (members of the database user 

group) can open database sessions.

DISABLE CONNECT: The database user (members of the database user 

group) cannot open database sessions. ALTER USER|USERGROUP 

statement: The database sessions of the specified database user (members of 

the specified database user group) are terminated. You can enable the 

individual members of a database user group to open database sessions again 

using the ALTER USER statement.
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Please note: SYSDDLHISTORY is a regular table and will grow over time and 

might take up a lot of space in the database.
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Short description of the demo:

- first window: logon with dbmcli

- second window: logon with dbmcli

- second window: start background server BACKUP, util_connect (no_reply), 

start the data backup

- first window: dbm_shm_info, takeover of the background server, get reply, 

util_release (no_reply) and exit

- second window: show status of the background server, check with 

dbm_shm_info
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Preparations done for the demo:

Create dbm_whitelist.cfg with entry sdbmail

dbm_configset SDBED_SMTPSENDERAD <email address of sender> 

dbm_configset SDBED_SMTPSERVERS mail.sap.corp
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Preparations done for the demo:

event_dispatcher ADD Name == Offline Command == "sdbmail 

\"<subject>Database EXPERDB went into OFFLINE mode</subject> 

<body>Database EXPERDB went into OFFLINE mode Date:$EVTDATE$ 

Time:$EVTTIME$</body><recipient>name@sap.com</recipient>

Short description of the demo:

event_list

Switch the database to OFFLINE mode.

 Automatic email is generated. 
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