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Knowledge Provider is the central service in SAP Basis for administrating and storing any 

kind of documents.  

 KPro provides different services, for example storage systems (SAP MaxDB or file 

storage system), search engines and retrieval engines 

 Many SAP Applications as for example CRM or Knowledge Warehouse are using Kpro 

services 

 Different interfaces are used for different services, for example SAP Content Server 

HTTP Interface for storage system, Index Management Service (IMS) Interface for 

search and retrieval engines 

 KPro is application independent 

 

There are listed three KPro services:  

Document Management Framework (DMF)  

Document Management Service (DMS)  

Content Management Service (CMS).  

 

The Content Management Service functions are an interface between content servers and 

the SAP system for adding, handling and deleting all kind of documents.  
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The CMS functions are also used by the Content Server Engine. 

 

The MaxDB software is delivered with every Content Server installation as of SAP Content 

Server Version 4.6. The Content Server configuration file ContentServer.INI or cs.conf is 

located in the content server installation directory. The content of this file is described in SAP 

note 329473 “Description of the file ContentServer.INI” 

 

The database components are supported by SAP MaxDB team. 

 

5 



The Content Server sends the URL query firstly to the WebServer. It is IIS (Internet 

Information Services) web server on Windows operation system or Apache HTTP Server on 

Linux/UNIX. From the web server the query goes to the MaxDB ODBC (Open Database 

Connectivity) driver which opens  connections to the MaxDB database, sends SQL 

statements, gets their results and transfers it back to the Content Server application. 

 

If problems arise in the Content Server environment and their origin remains unknown 

special traces can be activated and analyzed on every step within this communication chain.  

6 



7 



The Content Server configuration file name is ContentServer.INI on Windows and cs.conf on 

Linux/UNIX. The content of the file is independent of the operation system.  
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On Windows the ODBC driver used by the Content Server should be registered on OS side 

under the same name as defined in the configuration file. If different ODBC drivers with 

different names or/and versions are registered on the database server and some problems 

arise please deregister all ODBC drivers except the one defined in the ContentServer.INI file. 
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For nearly all aspects concerning the MaxDB ODBC driver the most important information is 

whether Content Server is running on Windows or UNIX/Linux.  

 

This firstly should be taken into consideration when for example a problem situation with the 

Content Server or/and storage host should be analyzed. 

 

API – an application programming interface ODBC API Reference  

http://msdn.microsoft.com/en-us/library/ms714562(v=vs.85).aspx  
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The usage of  the SAP MaxDB database as storage host for the Content Server was initially 

developed for the use on Windows. The request for a document is sent as an URL with the 

SAPHTTP interface to the Content Server which transfers it to the Microsoft IIS Server. After 

passing the IIS Server the request reaches the ODBC driver which handles the information 

and delivers it to the MaxDB database kernel. 
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In the administration transaction CSADMIN the repository setting tab shows the name of the 

database server, the name of the Content Server database, the name of the used ODBC 

driver on the database server and another settings.  

 

The installed ODBC driver should be registered under the same name as defined in the 

Content Server configuration file ContentServer.INI to avoid communication problems. 
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If you are facing problems in the Content Server environment it makes sense to register only 

one ODBC driver which should be used by the Content Server and another application and 

delete multiple driver registration.  

 

The needed ODBC driver name should be looked up in the CSADMIN transaction. The path 

to the ODBC driver location is usually the same in which the tool odbcreg is located 

(<installation_path>/pgm). In database versions 7.3 - 7.6 the names of the ODBC libraries 

were sqlod32.dll and sqlod32w.dll (Unicode) and in later versions sdbodbcw.dll. 

 

More detailed information on how to register the MaxDB ODBC driver can be looked up in 

SAP note 1764842 - Connection problem to SAP Content Server 

 

odbcreg can deliver special information about every already registered ODBC driver. Use the 

command: odbcreg <ODBC-driver-name> 

C:\sapdb\SDB\db\pgm>odbcreg "SAP MaxDB SDB" 

DriverName=SAP MaxDB SDB 

Driver=C:\sapdb\SDB\db\pgm\sdbodbc.dll 

Setup=C:\sapdb\SDB\db\pgm\sqlsp32.dll 

Version=7.9.0.0 
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After typing the command odbcreg –t <driver_name> the shown pop up windows appears.  

 

The needed information for the ODBC connect test is: 

 

1)server name where the MaxDB database with the needed repository is located 

2)MaxDB database name which contains the Content Server repository to which the 

connection is tested 

3)the database user name with which the Content Server connects to the MaxDB database. 

Usually it is user SAP<SID> 

4)the password of the database user specified above 
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After disabling the ODBC trace the IIS web server should be restarted again to make sure 

that the Content Server and the web server will notice the stop of tracing.  
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The “show all” command of the odbc_cons tool shows the tracing configuration and the 
current trace options if the ODBC trace is turned on. The first step is to check whether the 
ODBC trace is active at all. If no, as above, we only see the configuration options. If the 
tracing is enabled we see which ODBC trace options are activated. In either case we need to 
know to which directory the ODBC trace will be written. The example output of the command 
below shows that the ODBC trace is activated. 
 
C:\sapdb\data\wrk>odbc_cons show all 
 
Configuration: 
    Trace file name    : 'odbctrace.prt' 
    Profile file name  : 'odbcprofile.prt' 
    Trace flags        : A:d:a 
    ODBC trace         : enabled 
    Short trace        : disabled 
    Long trace         : disabled 
    Profile trace      : enable 
    SQL trace          : enabled 
    Time stamp prefix  : disabled 
    Packet trace       : disabled 
    Trace file size    : not limited 
    Stop on error      : disabled. 
    Shared memory name : odbctrace.shm 
  
Files will be created in path C:\ProgramData\sdb\data\wrk, unless specified as absolute 
paths. 
 
Settings: 
    Update count : 68 
    Total size   : 256 
    equivalent to 0 process-specific parts. 
    Version flag : 0 
    Forced re-read of global configuration with last update. 
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For Microsoft Windows systems, extend all of the tracing commands with 

system user authorization -u "NT AUTHORITY\SYSTEM"  as shown in 

examples. The commands for changing the tracing configuration can be run 

without the user authorization. 
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The ODBC trace starts with the version of the used ODBC driver and 

operating system. 

 

In the ODBC trace it is also shown the ODBC driver name with which the 

Content Server is connected to which database server and which database 

and under which user the connection is open. 

 

The SQL commands are of cause logged into the ODBC trace with various 

for connection needed options together with the ODBC and API functions. 

The big amount of information is as a rule analyzed by the MaxDB developer 

in the error case. 
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The usage of SAP MaxDB database as storage host for the Content Server was additionally 

developed for UNIX/Linux operating systems. The request for a document is sent as an URL 

with the SAPHTTP interface to the Content Server which transfers it to the Apache 

Webserver. After passing the Apache Webserver the request reaches the ODBC driver.  The 

driver is statically linked in this case into the Content Server software as shared library  which 

handles the information and delivers it to the MaxDB database kernel. 
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It is important to keep in mind that on UNIX/Linux the ODBC driver is part of the Content 

Server installation as a statically linked shared library.  That‘s why it can‘t be changed or 

used with the database tools and/or database installation.  The database update will NOT 

change the used ODBC version. Only new Content Server software with a new statically 

linked library can contain another ODBC version in this case. 

 

The Content Server configuration file is cs.conf on UNIX/Linux. It describes the setting up of 

the repositories that can be addressed by the content server. The configuration file MUST be 

located in the content server installation directory. 

 

The file is usually kept up-to-date automatically by the content server, therefore, manual 

editing is not required.  Transaction CSADMIN exists for maintenance and administration of 

the content server.  
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The correct way to activate the ODBC trace is to change the configuration file using the 

transaction CSADMIN. By calling the administration transaction CSADMIN the concrete 

content repository from the list of all existing repositories in this Content Server or the server 

which contains a needed repository in the database  should be chosen. 

 

The transaction CSADMIN doesn’t contain any information about the SAP MaxDB database 

which can contain the concerned repository. 
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The repository setting shows the name of the database server, the name of the Content 

Server database, the name of the used ODBC driver on the database server and other 

settings.  

 

In the Settings tab the ODBC trace should be activated with the option SQLTrace=1 for the 

Content Server on UNIX/Linux servers. 
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The excerpt from the ODBC trace  

 

S3:MASS STATEMENT :   

FETCH "SQL_CURSOR_0013" 

EXECUTE: CMD   :   

PARSEID: INPUT :  00003408 00000D01 2A002B00 16000000 

PARAMETER DESCRIPTION: 0X02EE3FE8 

Application            Kernel 

Nr.  Type  Length      Type  Length      Fraction  

--------------------------------------------- 

1    7     13          0     10          0     

2    7     13          0     10          0     

3    7     13          0     10          0     

4    7     13          0     10          0     

OUTPUT :    1: USEDPERM                        :              193851 

OUTPUT :    2: UNUSED                          :              318135 

OUTPUT :    3: USEDLOG                         :               40390 

OUTPUT :    4: LOGSIZE                         :              255736 
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SQLERRD(INDEX_3) : 1           

START  :  DATE :  2013-09-04    TIME :  0014:42:42 

END    :  DATE :  2013-09-04    TIME :  0014:42:42 

 

S3:CLOSE "SQL_CURSOR_0013" 

PARSE  : CMD   :   

PARSEID: OUTPUT:  00003408 00000E01 06002800 16000000 

START  :  DATE :  2013-09-04    TIME :  0014:42:42 

END    :  DATE :  2013-09-04    TIME :  0014:42:42 

 

S3:CLOSE "SQL_CURSOR_0013" 

EXECUTE: CMD   :   

PARSEID: INPUT :  00003408 00000E01 06002800 16000000 

PARSEID: SELECT:  00003408 00000B02 54002C00 16000000 

mfIndex init      : 2 

mfIndex restore   : 2 

START  :  DATE :  2013-09-04    TIME :  0014:42:42 

END    :  DATE :  2013-09-04    TIME :  0014:42:42 
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The excerpt from the ODBC trace 
 
S3:SELECT USEDPERM, UNUSED, USEDLOG, LOGSIZE FROM SERVERDBSTATISTICS 

EXECUTE: CMD   :   

PARSEID: INPUT :  00003408 00000B02 54002C00 16000000 

mfIndex init      : 2 

mfIndex init      : 2 

WARNING: W-------8-------  

SQLRESULTNAME  : SQL_CURSOR_0013 

SQLERRD(INDEX_3) : 1           

START  :  DATE :  2013-09-04    TIME :  0014:42:42 

END    :  DATE :  2013-09-04    TIME :  0014:42:42 

 

S3:MASS STATEMENT :   

FETCH "SQL_CURSOR_0013" 

PARSE  : CMD   :   

WARNING: W--3------------  

PARSEID: OUTPUT:  00003408 00000D01 2A002B00 16000000 

START  :  DATE :  2013-09-04    TIME :  0014:42:42 

END    :  DATE :  2013-09-04    TIME :  0014:42:42 

 

S3:MASS STATEMENT :   

FETCH "SQL_CURSOR_0013" 

EXECUTE: CMD   :   

PARSEID: INPUT :  00003408 00000D01 2A002B00 16000000 

PARAMETER DESCRIPTION: 0X02EE3FE8 

Application            Kernel 

Nr.  Type  Length      Type  Length      Fraction  

--------------------------------------------- 

1    7     13          0     10          0     

2    7     13          0     10          0     

3    7     13          0     10          0     

4    7     13          0     10          0     

OUTPUT :    1: USEDPERM                        :              193851 

OUTPUT :    2: UNUSED                          :              318135 

OUTPUT :    3: USEDLOG                         :               40390 

OUTPUT :    4: LOGSIZE                         :              255736 

SQLERRD(INDEX_3) : 1           

START  :  DATE :  2013-09-04    TIME :  0014:42:42 

END    :  DATE :  2013-09-04    TIME :  0014:42:42 

 

S3:CLOSE "SQL_CURSOR_0013" 

PARSE  : CMD   :   

PARSEID: OUTPUT:  00003408 00000E01 06002800 16000000 

START  :  DATE :  2013-09-04    TIME :  0014:42:42 

END    :  DATE :  2013-09-04    TIME :  0014:42:42 
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The content server is usually operated as a black box.  Very often a very simple problem 

causes effects and error messages on different levels. With the help of the traces you can 

easily find out what is the cause of a connect problem. 

 

It is a very common error that the database does not accept the given user/password 

combination. On the next slide you find some simple tests how to find out if the database 

user on content server exists and if you can successfully login with that user.  
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Problems on content server often have to be handled with interdisciplinary skills. It is not 

unusual that there is a see-saw between the MaxDB component BC-DB-SDB and content 

server component BC-SRV-KPR-CS. 

 

It was also necessary for the shown exemplary problem that the analysis took place on both 

components. 

 

It is not required to understand each single step during the analysis but you get an 

impression how problems are handled in development to find out what is going wrong. 
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You see an excerpt from the created ODBC trace which helped the developer to identify the 

cause. 

Even if the created trace is shown in plain text it is often not trivial to interpret it. 
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Even if there is not an error in ODBC driver 7.8 which could be fixed the recommended 

solution was to switch back to 7.6 ODBC as it is less exact and thus does not encounter the 

error. 
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