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Performance Analysis: Tools

X_cons
shows current DB activity (snapshot)

Database Analyzer
detects possible bottlenecks
collects and stores data at given intervals

Diagnostic Monitor (Command Monitor)
Lists single long running SQL commands

Diagnose Analyze (Resource Monitor)
Displays accumulated data for all SQL commands

Performance Analysis Tools

MaxDB provides various tools and methods for the analysis of performance bottlenecks
and monitoring current database activities. Some of these tools were originally developed
only for testing and analysis in MaxDB development, but can also be used by experienced
database administrators for performance analysis.

The following are of particular importance for performance analysis:
A The x_cons console for monitoring current operations

A The Database Analyzer program for analyzing performance bottlenecks

A The diagnostic function DIAGNOSE MONITOR for identifying long-running or poorly-
processed SQL statements

A The diagnostic function DIAGNOSE ANALYZE for displaying information about all
current SQL statements

x_cons and Database Analyzer are stand-alone programs and are called from the
operating system command line. DIAGNOSE MONITOR is a part of the core functions of
MaxDB.

In SAP WebAS, all functions and results can be controlled and analyzed using transaction
DB50 => Current Status or DB50 => Problem Analysis. Required parameter settings, if
any, are menu-driven.




DB-Console: x cons

Database console x_cons features:
process overview
configuration overview
observing session activities and wait states
watching I/O activities and wait queues
measuring of detailed task specific times

Call:
x_cons <serverdb> <command> [<interval>] [<repeat>]
e.g. x_cons E30 show active 10 6
advantage: delta information using ,interval’ and ,repeat’
dbmcli —d ... -u ... [-n <node>] db_cons <command>
advantage: works per remote connection to database host
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DB Console x_cons

The database console x_cons gives you a quick overview of the operating system resources that the
database system is using, the distribution of the database session among the operating system threads, and

the status of the active database sessions. You can also use other functions that are intended mainly for
support employees and developers.

Start on shell level: x_cons <dbname > <command> [<interval>] [<repeat>]

x_cons <dbname> help returns a complete overview of all available command functions.

The database console can also be addressed remotely via the DBM server.



DB Console x_cons (1)

% _cons <dbname> <Command> [<interval>]

<Command> (choice):
show io statistics/states

show move info (load balancing)

UKT sleep statistic

suspend reasons

show task counts
show tasks move info
show task gueues
show task regions
show task statistics

Thread time usage
cancels the command of task
displays help file

time measurement
kills the session of task
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[<repeat>]

SHOW ACTIVE [ DW | SV | US | GC)
SHOW ALL

SHOW AIO (backup only)

SHOW IO

SHOW DEV IO

SHOW IOPENDING

SHOW CPORT

SHOW MOVEINFO

SHOW QUEUES

SHOW REGIONS

SHOW RTE

SHOW RUNNABLE [ DW | SV | US | GC]
SHOW SLEEP

SHOW STATE

SHOW STORAGE

SHOW SUSPENDS

SHOW T CNT [ DW | SV | US | T<taskindex>)
SHOW T MOVE

SHOW T QUEUE

SHOW T REG

SHOW T STAT

SHOW TASKS

SHOW THRD TIMES

SHOW SLEEP

SHOW VERSIONS

CANCEL <taskindex>

HELP

TIME <ENABLE | DISABLE>

KILL <taskindex>

CANCEL index
KILL index
SHOW [ LONG | COMPRESS ] (Unix)
DEBUGLEV level
DEBUGTASK index
RESET obj_cnt
T_CNT REGIONS (ALL)
ERRIOR devno
ERRIOW devno
TIME enable
I command
QUIT

cancels the command executed by task <index>

kills the session of task <index>

set debug level for the kernel
writes back trace of task to knldiag

resets counter about the following objects: 10
incl. local counters of any task

forces error at next read to devno
forces error at next write to devno
enables time measurements
execute shell command (Unix only)

exit console driver (Unix only)




x_cons Process Configuration (1)

X _cons <dbname> show rte
Kernel Threads:

Thread UNIX State Sleep
Name Tid Time
TIMER 16660 Sleeping 2
COORDINATOR 16639 Sleeping

CLOCK 16654 Sleeping

CONSOLE 16655 Sleeping

REQUESTOR 16658 Sleeping

Use

Kernel Threads:

Th UNIX State Switch Active Total Task

Name Tid = Tasks Tasks Cluster
UKT1 16669 Sleeping 6 0 1 1 TW

UKT2 16670 Sleeping 1687 0 1 11w

UKT3 16671 Sleeping 2 0 1 1 uT

UKT4 16672 Sleeping 1281 1206 406 406 406*SV
UKT5 16673 Sleeping 7825 837 11 18 10*GC,B*FS
UKT6 16674 Sleeping 71738 6527 65 65 TI,64*PG
UKT7 16675 Sleeping 142908 57 6 50 50*Us,IDL
UKT8 16676 Sleeping 93433 9 5 52 50*Us,IDL

Kernel parameters (please do not change directly):

TaskCluster01 tw;lw;ut;2000*sv;10*fs,10*gc;
TaskCluster02 ti,100*pg;1*bup,50*us;
TaskCluster03 equalize

Processor information:

Processors : 4
Processor cores: 2
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x_cons <dbname> show rte

This shows the distribution of the MaxDB threads among the operating system processes.
The DB threads coordinator, console, timer, requestor and Dev0 each have their own

operating system threads. The entire database kernel runs in a single process.

However, multiple database tasks (user task, log writer, utility task, and so on) can be
located together in an operating system thread, which is called a UKT (user kernel

thread). The MaxDB runtime environment uses internal tasking to administer these

database tasks. Internal MaxDB administration takes up less operating system time,
and gives you more control over the scheduling and prioritization of individual database
sessions.

The database parameter MAXCPU is normally used to distribute the tasks automatically to
the UKTs; the (support) database parameter TASKCLUSTER (requires change in the
control file cserv.pcf) can also be used for this purpose, but only in consultation with
SAP support.




x_cons Process Configuration (2)

1/0 via UKTs and I/0 Threads:

Thread UNIX Volume Devs. Read Write Queue
Name Tid Name No. Count Count Len. Max.
UKT1 16669 knltrace 1 0 174 -- (--)
UKT2 16670 /sapdb/A....DISKLOO1 11 0 1745  --  (--)
I/00 0 knltrace 1 0 1 0o (1)
I/00 0 /sapdb/A....ISKD0001 2 0 0 0 (0)
1/01 0 2 171775 66 1 (1)
I/02 0 2 65178 16 0 (1)
I/03 0 2 23567 6 0 (1)
I/04 0 2 6663 3 0 (1)
1/05 0 2 1270 3 0 (1)
1/06 0 2 173 2 0 (1
1/07 0 2 7 0 0 (1)
I/00 0 /sapdb/A....ISKD0002 3 0 0 0 (0)
I/01 0 3 154935 57 0 (1)
I/02 0 3 59352 21 0 (1)
1/03 0 3 21569 8 0 (1)
I/04 0 3 6099 4 0 (1)
I/05 0 3 1085 3 0 (1)
I/06 0 3 128 1 0 (1)
1/07 0 3 17 0 0 (1)
I/00 0 /sapdb/A....ISKD0003 4 0 0 0o (0
Kernparameter:

VolumelOQueuesFor Priority: number of /O-Threads per volume, see chapter Kernel parameters
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Abbreviations of the Database Tasks in TASKCLUSTER:

Abbreviation

> >» >» >» >» >» > >

b=

al Log writer

ev Event task

gc Garbage collector

tw Trace writer, writes kernel traces and dumps
ti Task for timeout monitoring

us User tasks for executing SQL statements

fs Floating service for load balancing

ut Utility task for administration tasks (start backup, recovery, and so on).

dw Tasks for cache monitoring and asynchronous cache displacement as well as savepoint I/0O

sv Server processes for backup I/0 and special operations such as parallel index generation




x_cons Task Activity

x_cons <dbname> show active

x _cons E70 show active 10 6

ID  UKT UNIX
tid
T146 7 -1
T147 7 -1
T152 8 -1
T154 8 -1
T2 2 -1
T152 8 -1
T66 6 -1
T67 6 -1
T87 4 -1
T75 4 -1
T76 4 -1
T159 8 -1
T152 8 -1
T154 8 -1
T142 7 -1
T157 8 -1
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TASK
type
User
User
User
User

Logwr
User

Pager
Pager
Savepnt

BUPvol
BUPvol
User

User
User

User
User

Performance A

APPL Current
pid state
28069 Running
28072*Runnable
28071*Runnable

[<interval>]

Timeout
priority
0
48
56

[<repeat>]

28070

-1
28069

-1

-1
-1

-1

-1
28072

28069
28070

o*
O*

Running

10 Wait (W)
LogIOwait (234)

Vvectorio
IO Wait (W)
PagerWaitWritr

AsynWaitRead
AsynWaitWrite
IO Wait (R)

InvRootExcl
Running

Vwait

I0 Wait (R)

0

o0 OO ©0OOo0o [=NeRolNeNe]

Region Wait

cnt try item
220 99 741131 (r)
0o 111 741131 (r)
0 76 424309(r)
55 424309 (r)
1 5 1978 (s)
0 424800 (s)
0 3258 (s)
0 1 3258 (s)
0 234617 (s)
0 11368 (s)
0 11368 (s)
0 2 429215 (s)
0 74573 24185 (r)
55 438561 (r)
0 745843 (s)
0 1 852579 (s)

X_cons <serverdb> show active [<interval>] [<repeat>]

Presents an overview of the states of all active tasks.

Appl pid

A Process ID of the application program linked to the task. An asterisk (*) before the PID indicates that
the process ID is on a separate computer and is being accessed remotely.

Region

A try: The number of the queried or held region

UKTsleep

A Number of semaphore waits per UKT

A cnt: Displays the number of times the region has been accessed since the task has been running.




In a system with one CPU, only one task can be running at a given time. If x_cons nevertheless shows two
tasks running, this is due to unprotected access.




